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ABSTRACT
What do normal, everyday people want to do with consumer IoT
systems in their homes? How do different IoT interfaces affect what
users think the system can do? We deployed four questionnaires
to collect information on the interactions and applications that
typical home occupants desire from smart home IoT technologies.
We received over 1,500 responses, about 600 of which are users’
descriptions of IoT applications they would like in their home, and
about 900 of which are users’ interactions with a smart home AI.
This dataset was released publicly along with a paper describing key
findings on the priming effects of common IoT system interfaces.
However, the data is a rich source of additional information related
to what people want to do and how they want to do it. Researchers
in both academia and industry can benefit from the insights this
dataset has to offer about consumer IoT applications, user-centric
system design, and trade-offs between interfaces.
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1 INTRODUCTION
We collected this dataset to better understand what users want
to do in smart homes and how the interface design impacts those
desires. By analyzing the data, we found that users are heavily
primed by the primitives and metaphors provided by the interface,
which impacts the system’s workload and the amount of value that
users ultimately extract from their IoT systems [1]. Agents and
datastreams emerged as more promising conceptual models than
devices for helping users take advantage of available IoT capabilities.
We also found that the responses contained many nouns but only a
few core verbs, suggesting that actions may be better suited than
devices to be the fundamental building blocks around which to
standardize IoT interfaces and APIs.

We released the dataset publicly as supplemental material as-
sociated with the paper. However, the ACM page obscures the
location and nature of the supplemental material, Better awareness
of this dataset could help the community discover that there is an
open-access dataset available, free of charge, that can provide:

• User interest in different categories of IoT applications.
• User interest in different categories of IoT devices.
• Preferred conversational agent gender and name.
• Training data for smart home natural language interfaces.
• The entities, capabilities, attributes, and logical control flows
that best match end-user mental models.

• All of the above filtered by various demographic criteria.

2 THE DATA
This data was collected with IRB approval from native English-
speaking Amazon Mechanical Turk workers using four different

DATA’18, November 4, 2018, Shenzhen, China
2018. ACM ISBN 978-1-4503-6049-4/18/11.
https://doi.org/10.1145/3277868.3277878

Figure 1: The structure of the four questionnaires. The ques-
tionnaires described the same hypothetical smart home in
four different but functionally equivalent ways (represent-
ing different classes of IoT interfaces), then asked the user
to either write about what applications they wanted or to
write what they wanted to say to their smart home AI. Each
box corresponds to a separate page displayed to the user.

questionnaires. Each of these four questionnaires described the
same hypothetical smart home using a unique representation, and
then asked the respondents what application they would like in
their smart home (Figure 1). The four representations were:

Unmediated Devices (313 responses): The smart home was
described by providing a list of smart devices available in the home.
This is the most common conceptual model presented to IoT users,
epitomized by the many apps that display icons of each device that
users directly manipulate.

Unmediated Data (302 responses): The smart home was de-
scribed by presenting a list of data streams available in the home.
This conceptual model is epitomized by dataflow-based program-
ming interfaces like IBM Node-RED.

Agent-mediated Devices (442 responses): Respondents were
asked to assign a gender (male/female/androgynous) to an intelli-
gent agent and pick a name for it, then were presented with a list
of devices that the smart home agent had access to (the same list
as used in Unmediated Devices).

Agent-mediatedData (478 responses):Respondentswere asked
to assign a gender (male/female/androgynous) to an intelligent
agent and pick a name for it, then were presented with a list of data
streams that the smart home agent had access to (the same list as
used in Unmediated Data).

After receiving one of the four descriptions above, the respon-
dent was presented with a text box. Those given an unmediated
description received the prompt, “Write in the box below for five
minutes, describing different applications that you would want in
your smart home.” Those given an agent-mediated description were
given the prompt, “Write in the box below what you want <AI
name> to make your smart home do for you. ‘OK, <AI name>, ...’ ”
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Figure 2: Inclusion/exclusion criteria for utterance labels.

For researchers interested in what devices or applications people
say theywant in a smart home, the responses to the two unmediated
questionnaires will be themost helpful. For researchers interested in
how users would speak directly to an intelligent agent in the home,
the responses to the two agent-mediated questionnaires will be the
most helpful. The questionnaires also collected demographic and
computing expertise information, so researchers can filter responses
based on population characteristics like CS expertise or age.

2.1 Table Descriptions
The dataset includes the database, a Markdown file that explains the
database schema, and an example Python script for grabbing data-
base records by subpopulation and preparing them for processing.
The database has three tables: responses, sentences, and annotations.

2.1.1 Responses. Each record in the responses table contains
each response, information about the associated prompt, and in-
formation about the demographics of the respondent. The demo-
graphic information can be used to select subpopulations from the
data, and the response ID can be joined with the other tables to
fetch the corresponding sentences, parses, and annotations.

2.1.2 Sentences. Each record in the sentences table contains
information about a particular sentence. It contains the response
ID for the response that the sentence came from, the sentence itself
in lowercase, and the parse tree with parts of speech (POS) tags

for that sentence as determined by the Stanford Parser (version
3.5.1). This table is useful for analyzing parts of speech like nouns
or verbs, as well as syntactic information like subordinate clauses,
which often signal triggers in trigger-action style automation rules.

2.1.3 Annotations. We took the first sentence of each response
and asked three trained experts to select labels for each of the sen-
tence’s independent clauses from a set of labels generated through
an inductive coding process. The labels and their inclusion/exclu-
sion criteria are shown in Figure 2. This table is useful for visual-
izing the distribution of interaction types under each prompt, or
analyzing particular types of responses.
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